
Master's Thesis

Answer Aggregation and Verbalization for Complex 
Question Answering

Presented by Zhiruo Zhang 
Supervised by Ruijie Wang, Prof. Abraham Bernstein, Ph.D. 

15.11.2023

Page 1



Page 2

Background: complex question answering over knowledge graphs

1. Introduction

Two Tasks: 
- Question-to-SPARQL

- Taxonomy tree construction

- Query construction method
     (template-based)

- Query generation method
     (BART-based)

- Answer verbalization
Question: What can be considered as category for The Spoiler ?
Direct answer : comedy
Verbalized answer: The Spoiler is considered as comedy category.
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The template-based approach consists mainly of three modules: 

2. Methodology - Framework: Template-based

- Identifier 
     extracting useful information

- Predictor
     entity linking, relation linking

- Constructor
     constructing and querying



Page 4

2. Methodology - Entity Linking

Existing methods:

- Spacy Entity Linker (SP) 
     rule-based

- Entity Detection Module From 
DeepPavlov (DP)

     trained using BERT on LC-QuAD 2.0

- GENRE
     fine-tuned using BART on more than
     20 datasets

Ranking entities by:
- Voting

- DP > GENRE > SP

Match
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2. Methodology - Relation Linking

GenRL

- Fine-tuning BART

- Datasets
     LC-QuAD 1.0, LC-QuAD 2.0, QALD-9
     and SimpleQuestions-WD

Ranking entities by:

- Many relations are predicted
- but often too many
- missing can also happen

Not in the predictions

Redundancy

Match



2. Methodology - Framework: BART-based
The BART-based approach consists of four modules: 

Pre-processing, model fine-tuning/generation, post-processing and querying

Ranking entities by:
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2. Methodology - Pre-processing Queries

Ranking entities by:

- Special symbols are replaced with special strings

- Some elements (e.g., count, filter, etc.) are simplified

- Entity IDs and relation IDs are replaced using 
- corresponding labels for its processed version
- ENTITY, RELATION for its template
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2. Methodology - Pre-processing Questions

Ranking entities by:

- Replacing some special symbols, such as parentheses

- Obtaining augmented inputs by attaching entity and relation labels to the question
- ER_Within_Tag
- ER_End_Tag
- ER_Within_End_Tag

Mentioned in the question Not explicitly mentioned
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2. Methodology - Answer Verbalization

Ranking entities by:

- Fine-tuning BART

- Questions are used as inputs for model fine-tuning

- Processed answers are used as the targets for model fine-tuning
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2. Methodology - Evaluation Metrics

Ranking entities by:

- Evaluation of SPARQL queries: Exact match (EM)

- Evaluation of answer verbalization:

- BLEU
     A popular N-gram overlap metric to evaluate the similarity between two sentences
- ROUGE-L

- ROUGE calculates the recall score to evaluate the informativeness of generated response
- ROUGE-L measures the longest common subsequence (LCS)

- chrF

     chrF works on the granularity of character n-grams
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3. Experiments - Datasets

Ranking entities by:

Statistics of entities and relations in LC-QuAD 2.0

The size of datasets in LC-QuAD 2.0

LC-QuAD (Largescale Complex Question Answering Dataset) 2.0 was used for the question-to-SPARQL task
Wikidata as the KG
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3. Experiments - Datasets

Ranking entities by:

Statistics of datasets for fine-tuning

Statistics of VQuAnDa and VANiLLA

VQuAnDa and VANiLLA were used for answer verbalization generation
- VQuAnDa (Verbalization Question Answering Dataset) contains verbalized expressions of 

answers, constructed based on LC-QuAD 1.0
- VANiLLa (Verbalized Answers in Natural Language at Large scale) is mainly about simple questions.
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3. Experiments – Taxonomy Tree

Ranking entities by:

- The node Qualifier 
means queries using 
p:, ps:, pq: to connect 
entities and relations, 
instead of the common 
wdt:

- Each Type node can 
be divided to several 
Template nodes. For 
example:

- the templates of 
the count type 
include counting 
by subject or by 
object
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3. Experiments – Results & Analysis

Ranking entities by:

Performance of the template-based approach

Poor performance due to:

- Limitations of existing entity linking and relation linking methods

- Misidentification of question types
- typos
- no typical words

- Difficulty to determine which template a simple question corresponds to
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3. Experiments – Results & Analysis

Ranking entities by:

Performance of the BART-based approach and comparisons

The overall performance of the BART-based approach is good and satisfying

- It has a 37% improvement over the template-based approach

- It performs better than previous works

- Augmented information is very helpful
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3. Experiments – Results & Analysis

Ranking entities by:

To validate the transferability of the BART-based approach to other KGs and QA datasets, 
additional experiments were done:

- The types of entities and their relations are stable in a scholar KG

- Entities, especially authors, are easily renamed and it is difficult to link to the expected one

- The statements are simpler, without the distinction between wdt:,p:,ps:,pq:

- DBLP-QuAD as the dataset

- DBLP scholarly knowledge graph as the KG

↓ ↑



Page 17

3. Experiments – Results & Analysis

Ranking entities by:

The version VANiLLa+VQuAnDa

- has higher scores in chrF

- can give more appropriate answers to complex 
questions

Evaluation statistics of answer verbalization

An example count question and verbalized answers

Good

Bad



Page 18

4. Conclusions

Ranking entities by:

The BART-based approach
- Performed much better than the template-based approach
- Having trouble when dealing with unseen implicit entities and relations 

-   useful augmentation information can help

- Good transferability

The template-based approach
- Limited performance of existing entity linking and relation linking methods

- Errors in question identification and query construction 

- Time-consuming, inefficient, low-accuracy

Answer verbalization
- Taking the context of the question into account
- Flexible and satisfying

Making the taxonomy tree 
and data open source

Future works

- Using other seq2seq 
auto-regressive LMs for 
fine-tuning and comparing 
their performances

- Applying the model-based 
method to other 
text-to-query tasks

The corresponding verbalized 
answer extensions of           
LC-QuAD 2.0



Thank you!
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